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	 Project Description: Virtual Reality Development Framework
Virtual Reality (VR) has garnered a lot of interest in the past few years, and a lot of companies are attempting to develop VR applications. Unfortunately, VR development requires a lot of resources, including 3D model assets, 3D interaction techniques, and VR expertise to avoid creating dysfunctional VR applications that leave users unimpressed or even sick. We have been developing a VR development framework to facilitate the rapid development of VR applications by providing the capability to drag and drop 3D interaction techniques with verified usability, VR-specific user interface components and dialogs, and event-driven simulation elements, particularly those that would support VR-based training and education. We propose to continue building upon this framework to further its rapid development capabilities, according to the recommendations of the iPerform Industry Advisory Board.

	 Experimental plan: We have identified four advanced features that are difficult and often improperly implemented by VR developers: 1) forward and inverse kinematics (such as those used in robotics), 2) multiuser interactions and capabilities (such as those required for social or team-based applications), 3) virtual human interactions (such as those required for single-user applications with virtual agents), and 4) cloth-based interactions (such as those required for applications involving clothing or drapes). We propose to investigate and implement rapid-development capabilities for one of these four advanced features, according to the guidance of the iPerform Industry Advisory Board, during the next year.

	 Related work elsewhere: The Unity and Unreal engines provide basic interfaces for VR hardware, such as the HTC Vive, Oculus Rift, and Samsung Gear VR. However, they do not provide advanced interactions, as our framework does. MiddleVR is a third-party plugin for Unity that provides capabilities similar to our framework, but it only supports basic 3D interactions and not the advanced user interface components and features that we have already developed and proposed. 

	 How this project is different: More advanced features, which allows for quicker VR development.

	 Milestones for the current proposed year: Milestones will depend on which of the four proposed advanced features is recommended by the iPerform Industry Advisory Board.

1) Kinematics Feature:
Q1 – Implementation of Cyclic Coordinate Descent (CCD) inverse kinematics (IK) algorithm.
Q2 – Implementation of general Denavit-Hartenberg (DH) parameters solution.
Q3 – Development and integration of linear-based IK algorithm.
Q4 – Development of pseudo-haptics for weight and force simulations.
2) Multiuser Feature:
Q1 – Implementation of core network communication protocols.
Q2 – Development of avatar synchronization algorithms.
Q3 – Development of collaborative feedback features, such as shared perspective and collision avoidance.
Q4 – Development of collaborative control features, such as input overrides and phantom guides.
3) Virtual Humans Feature:
Q1 – Implementation of ethnic male avatars.
Q2 – Implementation of ethnic female avatars.
Q3 – Development of eye-gaze control algorithms based on engagement context.
Q4 – Development of mouth control algorithms based on provided voice/sound files.

4) Cloth-Based Interactions Feature:
Q1 – Development of core cloth-based simulation solution.
Q2 – Implementation of common personal cloth-based assets (e.g., coat, gloves, etc.)
Q3 – Implementation of common environment cloth-based assets (e.g., drapes, curtains, etc.)
Q4 – Development of personal and environment cloth-based interactions.

	 Deliverables for the current proposed year: Deliverables will depend on which of the four proposed advanced features is recommended by the iPerform Industry Advisory Board.
1) Kinematics Feature: A Unity package of kinematics scripts, and a simple IK demo with pseudo-haptics.

2) Multiuser Feature: A Unity package of the network communication and interaction scripts, and a simple demo with collaborative feedback and control features.

3) Virtual Humans Feature: A Unity package of ethnic avatars and control scripts, and a simple demo of avatars with realistic eye gaze and mouth movements.

4) Cloth-Based Interactions Feature: A Unity package of the cloth simulation scripts and assets, and a simple demo of personal and environment cloth-based interactions.


	 How the project may be transformative and/or benefit society: The project will facilitate the rapid development of VR applications, particular in the domains of training, education, robotics, and team-based interactions.

	 Research areas of expertise needed for project success: Virtual Reality, Inverse Kinematics, 3D Modeling and Rigging, Physics-Based Simulations

	 Potential Member Company Benefits: Access to the framework for rapidly developing VR applications. Potential customization of advanced features for company-specific applications. Access to Dr. McMahan’s VR expertise and his students for future internships/jobs.

	Progress to Date: The core framework with 3D interaction techniques, VR-based user interface components, and event-driven simulation events has been developed and is nearly complete.

	Estimated Start Date:  June 1, 2017
	Estimated Knowledge Transfer Date: May 31, 2018


The Executive Summary is used by corporate stakeholders in evaluating the value of their leveraged investment in the center and its projects.  It also enables stakeholders to discuss and decide on the projects that provide value to their respective organizations. Ideally, the tool is completed and shared in advance of IAB meetings to help enable rational decision making. 
