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	 Project Description: 
Designing Tactile Guidance Cues for 2D and 3D Computer-Assisted Tool Manipulation
In this project, we aim to investigate the most intuitive and natural vibrotactile guidance cues for 2D and 3D tool manipulation. Specifically, we focus on the control and placement of long, rigid medical tools such as needles, trocars, and laparoscopic instruments. Building on ongoing work in our lab, this project will have three specific aims: (1) identify the major sources of error in tool manipulation (i.e., planning, sensing, or control phases), (2) evaluate the role of immersive 3D displays on the interpretation of three types of novel vibrotactile cues (joint space, tool space, and Cartesian space), and (3) investigate the relationship between initial user configuration and cue interpretation for non-planar patient surface models. This study addresses fundamental questions regarding the roles of vibrotactile guidance, visualization, and user configuration in tool manipulation tasks.   

	 Experimental plan: 


This study will be composed of three separate experiments. All experiments will be conducted using a haptic device, already available in the PI’s lab, and the second and third experiments will employ a vibrotactile guidance sleeve developed by PI. The sleeve is capable of providing guidance cues in three ways, including: cues mapped to human joint angles, cues mapped to desired tool degrees of freedom, and cues mapped to desired tool end-effector positions.
In the first experiment, the objective of the study is to evaluate where the largest sources of error occur in 3D tool insertion tasks. A simulation environment will be developed to evaluate trajectory planning, trajectory following (control), and trajectory following in the absence of visual feedback (sensing). A prototype of this code has already been developed. Ten subjects will be recruited to conduct the experiment in a randomized order while collecting movement data. The data will be analyzed to identify which phase of tool insertion is associated with the greatest errors. We hypothesize that trajectory planning and sensing phases will show the most error. This experiment will shed some important light on when guidance cues will be most effective during complex tool manipulation tasks. 

In the second study, the vibrotactile guidance sleeve will be integrated with the haptic device and simulation code to evaluate the relationship between the visualization provided to the user and the most effective type of guidance cue, using similar data collection and analysis methods as experiment 1. This will be done by developing a custom code to integrate with a virtual reality headset (with co-I McMahan). We will evaluate 2D and 3D graphics, as well as third-person viewpoints (similar to real needle insertions) and first-person viewpoints (similar to laparoscopic cameras, or cameras for trocar insertion). We hypothesize that 3D graphics will improve performance overall and that third-person views will show better performance with tool space guidance cues, while first-person views might be more effective during joint or Cartesian space guidance.    
The third experiment will evaluate the effects of initial user configuration and target location on non-planar patient surfaces models.  Our prior studies in vibrotactile guidance cues assume that the user is perpendicular to the desired target, in a neutral initial arm configuration, and will only move one joint at a time. Realistic medical tool insertion tasks are not constrained in this way. For this study, we will employ a realistic patient mannequin (available to the lab) and realistic insertion targets. Co-I Eastman is a trauma surgeon and expert in emergency medical procedures. He will demonstrate the optimal initial arm configuration and approach for each target. A control system will then be developed by integrating a video camera with our haptic environment and vibrotactile sleeve. During each subject trial, video feed will be used to estimate the pose of the user arm as well as surface normals for each target (co-I Gans). The user arm and orientation of the haptic device will be compared to the expert model, and vibration feedback will be provided (for all spaces, in a randomized order) to the user to guide their movements. The objective of this study will be to determine which of the three control modes are most effective for real-time guidance for complex tool manipulation tasks. 

	 Related work elsewhere: 
Vibration cues have been studied in a variety of contexts (e.g., surgical robotics, rehabilitation, and musical instrument learning) for improved force perception or movement guidance. However, the design of these cues has often been arbitrary. In the case of tool manipulation, many options exist for providing movement guidance to the user. What constitutes the most natural and intuitive form of guidance remains an open question.   

	 How this project is different: 
Our prior work was, to our knowledge, the first to evaluate three types of guidance cues for a tool manipulation task. We constrained the prior study to a planar needle insertion task which lacks the realism of typical medical tool manipulation tasks. Our current project proposes to expand this study to 3D, while also evaluating the roles of immersive and more realistic visualization of the tool (with co-I McMahan) and geometric considerations for the user and target (co-I Gans).  

	 Milestones for the current proposed year: 

 SA1: Investigation of tool manipulation errors

· Design Experimental Environment (already in progress)
· Conduct user study

· Analyze and publish results
SA2: Evaluation of 3D immersion
· Design immersive stereo display (have 3D task on a 2D display, need to integrate viewpoints)

· Conduct user study

· Analyze and publish results
SA3: Investigation of User Configuration and Target Placement on Non-Planar Surface Models
· Develop vision algorithms for estimating surface normals on non-planar surfaces and user arm pose.
· Conduct user study
· Analyze and publish results


	 Deliverables for the current proposed year: 
We anticipate a total of one conference and two journal publications to arise from each of the aims. These papers will report the results of our experiments, which will serve to provide guidelines for the design for vibrotactile guidance systems for computer-assisted tool manipulation. 

	 How the project may be transformative and/or benefit society:
Our study not only addresses fundamental questions related to the design of assistance cues for guiding human movements, but also has broad impacts in areas of medical intervention, rehabilitation, and movement-related coaching and training.

	 Research areas of expertise needed for project success: 
Haptics, virtual reality and augmented reality displays, computer vision, visual servoing. 

	 Potential Member Company Benefits: 
The benefit of this work is guidelines for the design of vibrotactile cues for guiding human movements during tool manipulation tasks. This research has applications in medical training, rehabilitation, and training workforce for manual assembly tasks and manufacturing. 

	Progress to Date:
One published conference paper (best paper award nominee) directly related to this project, as well as several related papers from co-I’s Gans and McMahan.
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The Executive Summary is used by corporate stakeholders in evaluating the value of their leveraged investment in the center and its projects.  It also enables stakeholders to discuss and decide on the projects that provide value to their respective organizations. Ideally, the tool is completed and shared in advance of IAB meetings to help enable rational decision making. 
